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Introduction


The Army has many programs, both formal and informal.  It is frequently difficult to determine all of the deliverables a program will produce, especially if these deliverables fall outside the programs primary area of responsibility, or are embedded inside another deliverable.  MITRE has identified three Army programs that are currently delivering an unclassified Domain Name System (DNS) service.  The Protected DNS System, PM WIN(T), and PO CAISI all provide a DNS capability to their customers.

DNS is a protocol that defines a query-response paradigm used to transfer information about user-friendly domain names such as www.army.mil.  The information received in the response may be used in several ways.  The information is generally used by software applications to perform some action for a user, such as opening a web page.  The reason this capability is important is it allows the owners of systems (such as www.army.mil) to change local information, and not affect how users perceive or access the system.  A user may access the Army’s web page using two methods the computer’s Internet Protocol (IP) address or the user-friendly name www.army.mil.  When a user accesses the Army web page using the computer’s IP address, they risk losing access to the computer when the IP address changes.  When the computer is required to move to a new network and its IP address changes due to network upgrades, they will no longer be able to access the web page.  However, if the user had used the user-friendly domain name to access the web page, the computer’s relocation would have occurred transparently to them, and they would have been able to continue accessing the web page even though the computer had just been relocated.  DNS also allows applications to look up the name assigned to an IP address, in much the same manner as normal domain names are looked up.

The Protected DNS System and CAISI System provide a Dynamic Host Configuration Protocol (DHCP) service also.  Network and systems administrators use DHCP to define standard configuration options for computers operating on their network.  This allows mobile computers to move between several locations on a network and still function properly.  DHCP systems frequently update the local DNS system, so the changing of information caused by the relocation of network resources is performed transparently.

The use of systems that integrate the use of DNS and DHCP can greatly enhance an organization’s ability to provide services while network resources are reorganized and relocated to meeting the ever changing stream of system requirements.  Centralized service provisioning points gain system anonymity when their customers access their services using user friendly domain names, because they are unaware of local network specific address changes.  Deployable users gain system anonymity in the same way using these systems, when they are deployed, frequently to multiple locations simultaneously.  User-friendly domain names allow the configuration and maintenance of system interfaces and interactions to be greatly simplified.

The following paragraphs will describe the three systems previously discussed and provide a summarization of how applicable the program’s solution might be to the PEO STAMIS problem space.
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Protected DNS 
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The Protected DNS system is an unclassified strategic system that provides DNS and DHCP services to garrison based users.  The system uses a six-tier architecture to provide DNS and DHCP services to a specific geographical area.  The Protected DNS system uses Nortel Networks’ Net ID product to provide DNS and DHCP services.


Tier 0 DNS servers are the public entry points for into the Protected DNS system.  Currently located only in the CONUS Theater, they receive queries from the public Internet and OCONUS Tier 1 DNS servers.  These exist as Army owned and maintained systems.


The most knowledgeable DNS servers in the Army are located at Tier 1.  They provide infrastructure support to the domain managers as well as all of the other DNS servers in the architecture.  Queries are received from Tier 0 DNS, other Tier 1 DNS, Tier 2 DNS/DHCP, Tier 3 DNS/DHCP, and Tier 4 DNS systems.  Tier 1 DNS servers are the only ones in the architecture, which have been allowed to perform zone transfers (these zone transfers are limited to the CONUS replication ring and all other replication rings).  They exist in all theatres of operation and are Army owned and maintained.  


Tier 2 DNS/DHCP servers provide Tier 5 end user systems regionally centric or geographically oriented DNS and DHCP service.  Existence is throughout all theatres of operation and are, again, Army owned and maintained.


Tier 3 DNS/DHCP servers provide DNS/DHCP service to a specific organization or installation.  This is the lowest tier in the architecture authorized to maintain authoritative zone data that is publicly accessible.  These DNS/DHCP servers are only present where installations or organizations fund their installation and operation.


Tier 4 has a variety of possible configurations.  The possible configurations include caching-only DNS servers, private DNS servers, and firewalls addressed only from a DNS perspective.  The devices at this level provide DNS resolution but are not authoritative for publicly accessible zone or domain data other than through previously cached responses from the normal processing of queries.  The individual installation or organization must fund a tier 4 systems’ installation and operation.


End-user systems such as PC’s, email servers, web servers, and routers which use DNS service are all contained at Tier 5.  End user systems are present throughout all theatres of operation.


The Tier 1 Internet Protocol Manager (IPM) servers support the data entry and manipulation portion of the system.  All users wishing to make changes to their DNS or DHCP data users must connect to a limited number of Tier 1 IPM servers within their theater.  This centralization of functionality allows the domain and address space data to be managed by the theater DNS administrator.  The organization of network services at the theater level has worked well due to the stability of the strategic network (NIPRNET) supporting this mission.
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The use of the Protected DNS system directly is not acceptable.  The deployable units must be able to provide at least a limited DNS service even when operating on a closed network.  Units that maintain their data in the Protected DNS can not make changes to their data, unless they can access the appropriate Tier 1 IPM server, located on NIPRNET.  This condition is not acceptable to deployable users.

The Protected DNS system architecture is currently based on Nortel Network’s NetID product.  Nortel announced an end of life for the NetID product in early 2001.  This situation has caused the Protected DNS project team to begin evaluating alternative solutions.  The NetID based architecture will not provide long term support to the PEO STAMIS customers.


The Protected DNS system architecture only addresses strategic DNS resources operating in a fixed station environment.  This approach does not allow for the requirements of deployable units.  Several of the basic architectural concepts used in the development of the Protected DNS system’s architecture can be used to support the PEO STAMIS customers.  Concepts such as query routing of both inbound and outbound queries, integration of theaters into the primary CONUS replication ring, and robustness and recoverability can all be reused in the development of the PEO STAMIS solution.


The Protected DNS system and its operational policies govern the management of publicly accessible unclassified DNS data.  The policies will support the PEO STAMIS effort.
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PM WIN-T TAPP
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The Transportable Assemblage – Perimeter Protection (TA-PP) provides the devices used to protect the perimeter of Army tactical networks operating at either unclassified or secret.  It is accompanied by an Information Assurance Management Assemblage (IAMA), which provides a management capability for the TA-PP equipment and software.  The TA-PP includes five components: a Raptor Firewall, a Real Secure IDS engine, a Screening Router, an Inline Network Encryptor (INE) and a connection to either the NIPRNET or SIPRNET.  The TA-PP enables the creation of a private and protected enclave on either NIPRNET or SIPRNET.

The discussion of the TA-PP within this document is further narrowed by the scope wherein DNS and DHCP services are specifically examined in the context of the protected network or enclave.  It is also important to note that as of the writing of this document the TA-PP is considered a prototype and provisioning of network services such as DNS have not been finalized.  DHCP is not cited as an available service provided by the TA-PP.

The DNS server that is running on the Raptor firewall provides DNS support.  The Raptor firewall DNS server can be configure to act authoritatively or as a caching DNS server
.  Strict controls may be placed on the flow of DNS queries through the firewall.  The TA-PP may be configured to resolve queries for locally maintained domains and to interact with the DNS root servers operating on either the NIPRNET or the SIPRNET. These capabilities would allow the private enclave to use TA-PP as a DNS gateway to the NIPRNET or SIPRNET.
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The TA-PP is a perimeter protection component.  It is not designed to provide network infrastructure services.  The Raptor firewall is capable of ensuring the flow of queries both into and out of the protected enclave are controlled according to Army policies.  It is the correct architectural point to establish and maintain publicly accessible DNS data and to control the flow of DNS queries in and out of the protected enclave.


The TA-PP is the correct architectural point to provide the NAT services and application proxies required to support the use of private address space.


The TA-PP however does not provide some of the other service required to support private enclaves, such as an email server, a publicly accessible ftp server, or a publicly accessible web server.
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PO CAISI MetaIP/CAISI
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Project Officer Combat Service Support Automated Information Systems Interface (CAISI)’s primary function is to develop and field the CAISI, a deployable LAN extension capability.  PO CAISI also fielded a pair of DNS servers and associated software to each unit receiving a CAISI.  PO CAISI choose Meta IP from Check Point Software Technologies, to provide its DNS service.  It is a commercial-off-the-shelf (COTS) product fielded on NT based laptops.
  The CAISI is designed to provide commercial and tactical network connections for Combat Service Support Standard Army Management Information Systems (CSS STAMIS) users.  Tactical network connectivity extends from the Theatre level to the Brigade Support Area.
  CAISI provides two basic services, a physical network and a protocol supporting Virtual End-to-End (VEE) circuits, which serve as the hardware connections between two computers.

A CAISI node consists of three types of devices: a CAISI Bridge Module (CBM), CAISI Client Modules (CCM), and the Service Support Representative Module (SSRM).  The CBM acts as a concentrator to support both local users and remote CCMs.  The CCM provides a limited number of network connections to remote users.  The CCMs are connected to a CBM using wireless bridges.  The wireless bridges encrypt all traffic before transmitting it to the CBM.  The CBM provides a connection to either a tactical or installation network.  It may also provide NAT, DHCP, and routing services to the private users, but no services are provided to public users.  These services are contained in the SSRM.  Per CAISI node, there is one SSRM module, nine CBM modules, and thirty CCM modules.  This configuration provides the STAMIS users access to 366 network ports. 

The operation of the DNS server has not been standardized, so the implementation varies from unit to unit.  The DNS server provides DNS service to the STAMIS users when deployed. 
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CAISI provides unclassified PEO STAMIS users network connections.  Most STAMIS users will use CAISI to gain access to the NIPRNET while deployed.  The CAISI CBM has the capability to provide DHCP service.  However this DHCP service will not integrated with the DNS system and is, therefor, not an acceptable primary DHCP service provisioning point.  The DHCP service should be capable of being integrated with the DNS system.  CAISI provides a good architectural point to provide this integration of DNS and DHCP services.


CAISI Mid-Term (MT), which is currently in the field, has no NAT/DHCP/router capabilities.  The soon to be fielded CAISI wireless will introduce these network services.
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Recommendations


MITRE recommends using PO CAISI as the initial program to field integrated DNS and DHCP services.  PO CAISI and staff have the most extensive experience supporting the deployable unclassified user community and have previously fielded a DNS capability.  Their experience will be critical to the success of any effort to field an enhanced DNS and DHCP capability to support the unclassified users.  MITRE will conduct additional research before making a recommendation on the actual implementation of the DNS and DHCP services within the CAISI system.


MITRE recommends using the Protected DNS System to make publicly accessible DNS data available.  However, MITRE does not recommend using the Protected DNS System to manage and maintain public DNS data.  Multiple tactical units frequently operate on closed networks.  DNS administrators on these closed networks would be unable to make changes to their data while operating on the closed networks if their DNS data were maintained only in the Protected DNS System.  MITRE recommends using zone transfers to provide the Protected DNS with the required DNS data.


MITRE recommends USASC, PM WIN(T) and the US Army Signal Center begin a long term dialog to define the Army’s intentions for integration of the TA-PP into the Army’s existing unclassified network architectures.  

� This section is a summary of John Collins’ “Army Wide DNS Concept.”


� Department of the Army policy currently prevents this DNS server from acting authoritatively for publicly accessible DNS data on the NIPRNET.


� Except where noted, the preceding paragraph is a summary of a telephonic conversation with Mr. Don Williams of SAIC on 20 June 2001.


�  “Functional Overview.”  Referenced 19 June 2001.   � HYPERLINK http://www.peostamis.belvoir.army.mil/tacmis/CAISI/Caisi.htm ��http://www.peostamis.belvoir.army.mil/tacmis/CAISI/Caisi.htm�
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